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Introduction

Various methods are used today for problems in different sectors. Artificial Neural 
Networks (ANN) technology is one of the newest among these methods and has been 
successfully applied in many areas. ANN aims to imitate and develop the working 
principles of the human brain and to perform the basic functions that the human 
brain performs biologically with a suitable software (Çörekcioğlu et al., 2021). ANN 
architecture consists of the connections of simple processing units called nodes or 
neurons. Between the input and output layers, there could be one or several hidden 
layers, and the connection between each node has a certain weight (Kaytan et al., 2020). 
In ANN, operations such as classification, modeling, optimization or prediction are 
performed by updating the connection settings in the network; this process is called 
learning. This process, which is carried out in order to increase the performance of the 
network, is carried out in the form of iterations in computer programs (Çalışkan & Deniz, 
2015). In the learning process, the most widely used algorithm for multilayer feedforward 
networks is the “Back Propagation” (BP) training algorithm, known as backpropagation 
(Ticknor, 2013). The backpropagation algorithm focuses on minimizing the difference 
between the target output values   and the output values   produced by the network as 
the iterations progress in the training process, and it relies on adjusting the network’s 
connection weights to reduce this difference (Özkan, 2012). 
In the ANN model, the weights are usually updated during the backpropagation process 
with derivative-based techniques (Jiadong et al., 2024). However, derivative-based 
techniques may not be able to successfully update the weight values   in challenging 
problems, which may cause the weights to get stuck at local minimum points 
(Emambocus et al., 2023; Karakoyun, 2024; F. N. Özdemir & Özkış, 2024). To overcome 
this problem, researchers have used metaheuristic algorithms in the backpropagation 
phase of the network in many studies. Metaheuristic algorithms are strategies designed 
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to solve various problems by mathematically simulating the behaviors of natural entities 
such as humans, animals, and plants. These algorithms aim to reach the best solution in 
the solution space faster by using effective search techniques in a high-level working 
environment (Çelik, 2013).
Given that training artificial neural networks is both a critical and complex task, it has 
been the focus of extensive research. In recent years, particularly, various metaheuristic 
algorithms have been applied to address this issue (Karakoyun, 2024). It is virtually 
impossible to thoroughly review all related studies in the literature due to time constraints. 
Therefore, this study’s literature review section highlights a selection of recent and 
significant works in the field.
Özdemir (F. N. Özdemir & Özkış, 2024) developed a hybrid model with the Snow Ablation 
Optimizer (SAO) algorithm to update the weights of the artificial neural network. The 
developed hybrid model was compared with hybrid models created with gray wolf, 
reptile search, cuckoo and sine cosine algorithms on five different data sets and achieved 
the best result with the SAO model in terms of average success order with a value of 
1.2 in all metrics. Aksu et al. (Aksu et al., 2022) used two different estimation methods 
based on multilayer neural network to provide reliable estimation of solar radiation. The 
network coefficients and bias values   of the neural network were trained using Imperialist 
Competitive Algorithm (ICA) and Particle Swarm Optimization algorithm (PSO). Ateş 
(Ateş, 2022) created a hybrid approach that combines a multilayer ann model with 
PSO and the Cultural Algorithm (CA) to achieve minimal error in short-term PV panel 
output power predictions. Özmen et al. (Özmen et al., 2023) worked on early detection 
of diabetes by reducing the number of features with metaheuristic methods. They 
performed feature selection using Salp Swarm Algorithm (SSA), Artificial Bee Colony 
Algorithm, Whale Optimization Algorithm (WOA) and Ant Colony Algorithm (ACO) 
with examples from UCI (UCI Machine Learning Repository) data repository. For the 
evaluation of selected features, K-Nearest Neighbor (KNN), Naive Bayes (NB), Support 
Vector Machine (SVM) and ANN methods were used to calculate accuracy, sensitivity 
and specificity parameters. Ayaz (Ayaz & Kamisli Ozturk, 2021) addressed optimization 
challenges in train seat planning by applying heuristic approaches and parallel machine 
scheduling to minimize waiting times and maximize resource utilization. Köprü (Köprü, 
2020) used artificial neural network to estimate the amount of liquid crude iron produced 
with monthly raw material information of blast furnace enterprise. Zaimoğlu (Zaimoğlu, 
2023) developed a new approach called Binary Chaotic Horse Herd Optimization 
Algorithm (BCHOAFS) by augmenting the proposed binary version of HOA with five 
different well-known chaotic maps in order to increase the success and stability of the 
algorithm. Jama (Jama, 2021) presented a modified version of bio-inspired Ant Lion 
Optimization Algorithm (ALO) to solve the region growing segmentation problem. 
Farahani et al (Shahvaroughi Farahani & Razavi Hajiagha, 2021) sought to forecast 
stock price indices using an ANN and trained it with recent metaheuristic algorithms 
like Social Spider Optimization (SSO) and the Bat Algorithm (BA). They employed 
the Genetic Algorithm (GA), a heuristic method, for feature selection and identifying 
the most relevant indicators. Mu’azu (Abdullahi Mu’azu, 2023) aimed to optimize 
the hybrid configuration of ANN with Cuttlefish Optimization Algorithm (CFOA), 
Electrostatic Discharge Algorithm (ESDA) and Henry Gas Solubility Optimization 
Algorithm (HGSOA) and Sine Cosine Algorithm (SCA) algorithms for soil BC analysis. 
Other examples of studies in this area include the enhanced SSA for training multilayer 
sensors (MLS) (Atlı, 2022), the application of the PSO algorithm in photovoltaic (PV) 
energy systems (A. Özdemir & Pamuk, 2021), the use of the Vibration Particle System 
Algorithm for fine-tuning weight matrices (Özkaya et al., 2021), and the development of 
a hybrid INFO-Simulated Annealing Algorithm to optimize the carrier arm of drones in 
unmanned aerial vehicles (Yildiz, 2023), among others.

https://www.sciencedirect.com/topics/physics-and-astronomy/electrostatics
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In this study, the performances of the metaheuristic algorithms Grasshopper Optimization 
Algorithm (GOA) (Saremi et al., 2017), Artificial Hummingbird Algorithm (AHA) 
(Zhao et al., 2022), Arithmetic Optimization Algorithm (AOA) (Abualigah et al., 2021), 
Crayfish Optimization Algorithm (COA) (Jia et al., 2023), Artificial Bee Colony (ABC) 
(Karaboga, 2005) and Tree-seed algorithm (TSA) (Sahman et al., 2019) were evaluated 
on 21 different datasets. The performance evaluation was performed using various 
metrics (precision, specificity, F1-score and sensitivity).
Artificial Neural Network
ANNs are computer software that perform basic functions such as learning, remembering, 
generalizing and producing new information from the obtained data by imitating the 
learning processes of the human brain. ANNs are used for various purposes such as 
pattern recognition, classification, modeling, optimization and prediction (Rençber, 
2018).
The development of artificial neural networks began with research on the working 
principles of the human brain, and an important step was taken in 1943 when McCulloch 
and Pitts developed the first artificial neural network model. In the 1950s, studies in 
the field of artificial neural networks gained momentum with Hebb’s learning theory 
and Rosentblatt’s “Perceptron” model, but these studies entered a period of stagnation 
in the 1960s due to artificial intelligence research. From the 1980s onwards, artificial 
neural networks began to attract attention again, and their popularity increased with 
Hopfield’s creation of the mathematical foundations of networks and Rummelhart’s 
parallel programming studies. During this process, developments in computer hardware 
also contributed to the integration of artificial neural networks into practical applications 
(Keskenler & Keskenler, 2017). Figure 1.a shows a biological neuron, and Figure 1.b 
shows an artificial neuron model.
Figure 1 a-b)
Biological Neuron And Artificial Neuron Model (Karakoyun, 2024)
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ANN models, which are based on the principle of learning based on experience, aim to 
produce a single output from many inputs. The basic component of this technique is the 
processing elements known as neurons (Çınaroğlu & Avcı, 2020). Artificial nerve cells, 
or neurons, in the network have the ability to make predictions about similar examples 
that they have not encountered before by comprehending an event based on data, with 
or without supervision. Neurons are organized in logical groups called layers (Çalışkan 
& Deniz, 2015).

The structure of ANN is divided into two main groups as single layer perceptron (SLP) and 
multilayer perceptron (MLP). The first studies on ANN focused on the SLP architecture. 
However, when it was understood that SLPs could only solve linear problems, the MLP 
architecture that can also learn nonlinear problems was developed. MLPs have another 
layer called the intermediate (hidden) layer in addition to the input and output layers (F. 
N. Özdemir & Özkış, 2024). Hidden layers are responsible for transmitting signals from 
the input layer to the output layer and do not have direct connections with the external 
environment. The general structure of the MLP is shown in Figure 2.

Figure 2
General Structure Of The Mlps (Karakoyun, 2024)

Each unit in the network calculates the weighted sum of the input data coming to it. 
This sum is obtained by multiplying the input data by the connection weights. The data 
progresses with this process in each layer of the network. First, the weights are randomly 
assigned. In the first hidden layer, the multiplication results are collected and these 
results are transferred to the next hidden layer or output layer by being subjected to the 
activation function. The activation function undertakes the function of processing the 
input value and converting it into an output value. The most commonly used activation 
function in MNEs (Multilayer Artificial Neural Networks) is the sigmoid function, 
which produces outputs ranging from 0 to 1. Thanks to the activation function, the 
network is transformed into a non-linear structure as a result of the operations performed 
in the hidden layers, which provides an advantage in solving complex problems (Akel 
& Karacameydan, 2012).
In the MLP architecture, the learning process is divided into two stages: forward 
computation and backward computation. Forward computation creates the output of the 
network, while backward computation deals with updating the weights. This stage of the 
learning process is performed by the backpropagation algorithm (Ticknor, 2013). The 
backpropagation algorithm focuses on minimizing the difference between the targeted 
output and the output produced by the network as iterations progress in the training 
process and updates the network connection weights to minimize this difference.
Although various methods are used to evaluate error, the most commonly preferred 

https://www.sciencedirect.com/topics/earth-and-planetary-sciences/self-organizing-systems
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method is the mean square error (MSE). MSE is a technique often used to measure 
the difference (error rate) between expected and predicted values   in machine learning 
systems (Gölcük et al., 2023). Equation 1. Provides the mathematical notation of MSE.

   (1)

In this equation, pi is the predicted output value, ai is the actual output value, and n is the 
number of samples used in the training process. In summary, the goal of MLPs is to find 
the biases and weights that minimize the MSE value. In other words, a lower MSE value 
indicates a more effective training process, while a higher MSE value indicates a more 
inefficient training process (Karakoyun, 2024).
ANN generalize over the examples presented to the system during the training process. 
When a change occurs in any dimension of the problem, the network may need to 
be retrained. The ability of the network to quickly adapt to new situations increases 
the probability of reaching the desired output faster (Çınaroğlu & Avcı, 2020). The 
performance of the trained network is evaluated on the test dataset that was not used 
during training, a process called ‘testing the network’. The success in the testing phase 
is measured by metrics such as precision, specificity, F1-score and sensitivity. These 
metrics are discussed in detail in Section 5.
Metaheuristic Algorithms
The term metaheuristic refers to high-level heuristic strategies designed to solve a broad 
range of optimization problems. In recent years, many metaheuristic algorithms have 
been successfully applied to tackle complex and difficult problems. The attractiveness 
of these algorithms lies in their ability to find the best or optimal solutions for even very 
large problem instances within a relatively short time frame (Dokeroglu et al., 2019).
Metaheuristic methods serve three primary purposes: rapidly solving problems, handling 
large-scale problems, and creating more robust algorithms. These approaches are not 
only straightforward to design but also flexible and easy to implement. Typically, 
metaheuristic algorithms utilize a mix of rules and randomization to replicate natural 
phenomena (Rere et al., 2016). 
Metaheuristic algorithms exhibit stochastic behavior, initiating their optimization 
process by producing random solutions. Unlike gradient-based search methods, they 
do not require the calculation of search space derivatives. These algorithms are valued 
for their flexibility and simplicity, owing to their straightforward concepts and ease of 
implementation. They can be easily adjusted to suit specific problems. A key characteristic 
of metaheuristic algorithms is their exceptional ability to avoid premature convergence 
(Agrawal, 2021). Because of their stochastic nature, these techniques function like a 
hidden mechanism, efficiently avoiding local optima and thoroughly exploring the 
search space.
Metaheuristic algorithms can be divided into four main categories based on their behavior: 
evolution-based, swarm intelligence-based, physics-based, and human behavior-based 
algorithms (Mohamed et al., 2020). These categories are shown in Figure 3.
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Figure 3 
Classification Of Metaheuristic Algorithms (Agrawal, 2021)

Evolution-based algorithms are inspired by the natural evolution process and start 
with a randomly generated population of solutions. These algorithms combine the best 
solutions to create new individuals; in this process, methods such as mutation, crossover 
and selection of the most suitable solution are used (Mohamed et al., 2020). The most 
well-known example of this category is the GA based on Darwin’s theory of evolution 
(Holland, 1992).
Swarm intelligence-based algorithms are inspired by the social behavior of living 
things such as insects, animals, fish and birds (Agrawal, 2021). One of the most popular 
techniques in this field is PSO, developed by Kennedy and Eberhart (Kennedy & 
Eberhart, 1995), which is based on the behavior of a flock of birds flying through the 
search space and finding their best positions.
Physics-based algorithms are inspired by the physical laws that exist in the universe. 
Algorithms in this category, such as Simulated Annealing (Kirkpatrick et al., 1983) 
and Harmony Search (Geem et al., 2001), perform optimization by imitating physical 
processes. Finally, algorithms inspired by human behavior are inspired by the performance 
and methods that people exhibit when performing different activities. Popular methods 
include Teaching-Learning Based Optimization (TLBO) (Rao et al., 2012) and League 
Championship Algorithm (Kashan, 2009).
In this research article, the new generation metaheuristic algorithms such as Grasshopper 
Optimization Algorithm (Saremi et al., 2017), Artificial Hummingbird Algorithm (Zhao 
et al., 2022), Arithmetic Optimization Algorithm (Abualigah et al., 2021), Crayfish 
Optimization Algorithm (Jia et al., 2023), Artificial Bee Colony (Karaboga, 2005) and 
Tree-Seed Algorithm (Sahman et al., 2019) were used.
Grasshopper Optimization Algorithm
GOA is a new Swarm Intelligence method inspired by the swarm behavior of locusts 
in nature. This algorithm was proposed by Saremi et al. in 2017 (Saremi et al., 2017). 
Literature shows that this algorithm is used to solve various optimization problems such 
as feature selection, scheduling, load frequency control, economic dispatch, engineering, 
etc. (Meraihi et al., 2021). 
The algorithm simulates the repulsion and attraction forces between locusts. Repulsion 
forces enable the locusts to explore the search space, while attraction forces guide them 
towards promising areas. GOA includes a factor that progressively decreases the locusts’ 
comfort zone, ensuring a balance between the exploration phase (global search) and 
exploitation phase (local search) during the optimization. This mechanism assists GOA 
in accurately approximating the global optimum, reducing the risk of getting trapped in a 
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local optimum. As the best solution found by the swarm so far becomes the target for the 
swarm to follow, the locusts significantly increase their chances of locating the global 
optimum by enhancing the target over the optimization process. 
Artificial Hummingbird Algorithm
AHA is a meta-heuristic optimization method modeled after the feeding strategies of 
hummingbirds in the wild. Hummingbirds possess three distinct flight abilities: axial, 
diagonal, and omnidirectional. Additionally, their memory capacity to choose the 
optimal food source plays a crucial role in the AHA algorithm. AHA replicates three 
types of foraging behaviors during the optimization process: directed foraging, territorial 
foraging, and migratory foraging (Aslanov et al., 2023; Bakır, 2024; Zhao et al., 2022).
In the AHA algorithm, foraging mimics the flight abilities of hummingbirds when 
searching for food, and this step represents the process of exploring the solution space. 
Hummingbirds’ ability to recall the best food sources through their memories and return 
to these sources helps the algorithm discover potential solutions. Territorial foraging 
reflects hummingbirds’ behavior in protecting food sources, and represents the stage in 
which the algorithm focuses on promising solutions and improves these areas. Migratory 
foraging is the diversification stage, where the algorithm explores new solution spaces, 
such as when birds migrate to new areas when food sources are scarce, and aims to find 
better global solutions by avoiding local optima (Khodadadi et al., 2023; Zhao et al., 
2022).
Arithmetic Optimization Algorithm
AOA is a metaheuristic optimization algorithm that uses arithmetic operations to solve 
global optimization problems. Suitable for both discrete and continuous problems, 
AOA aims to find the best solution in the search space and searches for solutions using 
arithmetic operations in this process (Abualigah et al., 2021).
The algorithm works in two main stages: In the first stage, a wide search space is scanned 
to discover potential solutions, and in the second stage, these solutions are optimized in 
a narrower area. Initially, a random population of solutions is created and new solutions 
are obtained by applying arithmetic operators to these solutions. In this process, the 
quality of each candidate solution is evaluated and the best solutions are constantly 
updated (Abualigah et al., 2021; Gölcük et al., 2023).
The simplicity of AOA both facilitates its implementation and enables it to be used in 
a wide range of optimization problems. It can be used effectively in many areas such 
as engineering design, artificial intelligence and energy system optimization. AOA was 
developed inspired by arithmetic operations in nature and has achieved successful results 
in different optimization problems (Dhal et al., 2023).
Crayfish Optimization Algorithm
COA is a metaheuristic optimization algorithm developed by modeling the behavior of 
crayfish in aquatic ecosystems. This algorithm mimics biological and environmental 
interactions in nature to solve various optimization problems. COA has a population-
based structure; a population consisting of a certain number of crayfish individuals 
represents a solution in the search space (Jia et al., 2023).
The movements of crayfish under water occur for various reasons such as searching 
for food, avoiding dangers, and mating, and these movements are used to find new 
solutions in the solution space during the optimization process. The behavior of crayfish 
scanning their surroundings and finding the best food while searching for food is used as 
local and global search strategies to find the best solution in COA. While the instinct to 
avoid dangers aims to avoid bad solutions and find better solutions, social interactions 
accelerate the sharing of information within the community and the optimization process 
(Jia et al., 2023, 2024). 
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Its advantages include the ability to focus on the best solutions while maintaining 
the diversity among solutions and adapting to various optimization problems with its 
nature-inspired structure. However, the effectiveness of the algorithm depends on the 
parameters used, and these parameters need to be adjusted correctly. Also, COA, like 
other metaheuristic algorithms, has the risk of getting stuck in local optima. COA is an 
important tool for researchers who are interested in optimization algorithms, especially 
those inspired by nature and modeling biological processes (Jia et al., 2023, 2024).
Artificial Bee Colony
ABC Algorithm was developed by Karaboğa in 2005 (Karaboga, 2005) and was inspired 
by the natural food-gathering behavior of honeybees. This algorithm solves optimization 
problems by simulating the processes of bee colonies in nature to find efficient food 
sources. ABC is used in various engineering and scientific problems as a metaheuristic 
optimization algorithm (Karaboga & Basturk, 2007).
The ABC algorithm mimics the behavior of three different types of bees: worker bees, 
observer bees, and scout bees. Worker bees evaluate existing food sources (solutions) 
and try to improve these sources. Observer bees focus on the most efficient sources based 
on the information received from worker bees. If worker bees cannot develop a solution, 
they turn into scout bees and wander randomly to search for new food sources. This 
process continues until the specified number of iterations and solutions are developed at 
each stage (Karaboga, 2005; Karaboga & Basturk, 2007).
The basic operation of the ABC algorithm is similar to the food source-finding behavior 
of bees in nature. Bees move towards more efficient sources and away from inefficient 
ones. In this way, the algorithm tries to find the best solutions for optimization problems. 
Especially in solving nonlinear and complex problems, the ABC algorithm attracts 
attention with its flexibility and efficiency (Karaboga, 2005; Karaboga & Akay, 2009).
Tree-Seed Algorithm
TSA is an optimization algorithm inspired by the seed propagation and sprouting 
processes of trees in nature. This algorithm symbolizes the formation of new individuals 
by spreading the seeds of trees in various ways. TSA is applied to solve complex 
optimization problems by imitating these natural processes (Sahman et al., 2019).
At the heart of TSA is seed dispersal, where each seed is generated based on either the 
optimal or a randomly chosen tree position within the population. After creating three 
potential positions, they are evaluated against the objective function of the problem. For 
every tree, two different strategies exist for generating seeds, and this selection is guided 
by the algorithm’s primary control parameter, known as Search Bias (ST). Once the 
seeds are assessed using the objective function, those with superior fitness compared to 
the current tree positions are selected to form the next generation. This process of seed 
production and growth is repeated until the algorithm reaches the maximum number of 
fitness evaluations (Kiran, 2015; Sahman et al., 2019).
Parameter Settings
Some parameters used in the implementation of the algorithms are common. These 
common parameters and their values   are as follows: number of runs 25, population size 
50, search space limits [-10, 10] and maximum fitness evaluation (maxFEs) 20,000. 
In addition, some algorithms have some particular parameters. These params and their 
associated values utilized in this study are presented in Table 1.
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Table 1  
Particular Parameters Of The Comparison Algorithms

Algorithms Params
GOA cMax = 1, cMin = 0.00004

AHA No particular parameter

AOA C1 = 2, C2 = 6, C3 = 1, C4 = 2, u = 0.9, l = 0.1

COA No particular parameter

ABC limit = 100

TSA ST = 0.1, least_seed = 0.1, most_seed = 0.25

The Implementation of the Metaheuristic Algorithms in Training of ANN

The primary goal of training an ANN is to optimize the network’s biases and weights. For 
this reason, the optimization algorithms used in the training process focus on solution sets 
consisting of biases and weights (Karakoyun, 2024). In this article, the architecture of 
MLPs was generated dynamically by considering the features and classes in the dataset 
used. In determining the MLP structure, a set of rules stated below were followed.

• The count of hidden neurons = (2 * number of attribute) + 1
• The count of biases = the count of hidden neurons + the count of classes
• The count of weights = (the count of attributes * the count of hidden neurons) + 

(the count of classes * the count of hidden neurons)
• Dimension of the problem (solution) = the count of biases + the count of 

weights

In a MLP, the count of hidden neurons refers to the total count of neurons present in the 
hidden layer. The bias count represents the total biases associated with neurons in both 
the hidden and output layers, as each neuron in the MLP requires a bias term. The count 
of weights represents the total connections between the neurons in the hidden layer and 
the input/output layers. Lastly, the size of the problem is determined by summing the 
weight and bias numbers.

A key challenge in training ANNs is designing the MLP architecture and defining the 
solution vector representation. After this issue is solved, metaheuristic algorithms were 
applied to ANN training by combining them with other steps. In this process, first, the 
data to be used for training and testing the model is read from a file. If the data is not 
separated as training and test, it is separated as training and test data in this step. Then, 
the MLP model is created according to the characteristics of the data and a solution 
vector suitable for the MLP structure is designed. Weights and biases are optimized 
using optimization algorithms. It is checked whether the data is separated as training 
and test; if not, the results obtained using the training data are returned as output, if 
separated, the model trained with the training data is applied on the test data and the 
results are produced. Finally, both training and test results are evaluated with various 
metrics and presented.

Experimental Results

In this section, the datasets and comparison metrics used in the study are introduced. 
Subsequently, comprehensive comparative findings using various metrics and approaches 
are provided.
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Data Sets

In this study, a large dataset collected from various sources was used (Karakoyun, 2024; 
Qaddoura et al., 2020). A total of 21 different datasets were examined. The number of 
features in these datasets varied between 2 and 34, while the number of classes varied 
between 2 and 8. While the appendicitis dataset had the fewest samples with 106 samples, 
the Aniso, Blobs and Varied datasets had the largest samples with 1500 samples. The 
other datasets were between these two limits (between 106 and 1500). In order for the 
datasets used in the study to be a reference for future research, care was taken to ensure 
that they had diversity in terms of the sample size, the count of classes and the count of 
features.

Based on the working principle of ANN, determining the weights requires a training 
phase. Additionally, a testing phase is essential to evaluate the effectiveness of the 
training. Therefore, datasets need to be separated into train and test sets. 

In this research, datasets containing over 150 instances were allocated as 75% for 
training and 25% for testing. On the other side, for datasets with 150 instances or fewer, 
all available data was fully used in the training phase to guarantee a qualified training 
process. Table 2 provides comprehensive details about the datasets used.

Table 2  
Comprehensive Details Regarding The Datasets Utilized

# Dataset Feature Label Instances Training Data Test Data
1 Aniso 2 3 1500 1125 375

2 Blobs 2 3 1500 1125 375

3 Varied 2 3 1500 1125 375

4 Aggregation 2 7 788 594 194

5 Balance 4 3 625 469 156

6 Smiley 2 4 500 375 125

7 Mouse 2 3 490 368 122

8 Ionosphere 34 2 351 264 87

9 Liver 6 3 345 259 86

10 Ecoli 7 8 336 252 84

11 Vertebral3 6 3 310 233 77

12 Pathbased 2 3 300 225 75

13 Heart 13 2 270 203 67

14 Glass 9 6 214 162 52

15 Seeds 7 3 210 158 52

16 Wine 13 3 178 133 45

17 Iris 4 3 150 150 N/A

18 Iris2D 2 3 150 150 N/A

19 Vary-density 2 3 150 150 N/A

20 Diagnosis_II 6 3 120 120 N/A

21 Appendicitis 7 2 106 106 N/A

Comparison Metrics

To evaluate and compare the performance of the algorithms used for ANN training, 
four distinct metrics were employed: precision, specificity, F1-score and sensitivity. 
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These metrics are metrics obtained from the confusion matrix. The confusion matrix 
is   a performance measurement method frequently used in the literature to measure the 
accuracy of the model and the classification success of data sets. Figure 4 shows the 
confusion matrix.
Figure 4 
Confusion Matrix

Some basic concepts are essential for a clearer understanding of the metric calculation 
process. Positive (P) represents true positive situations in the dataset, while negative 
(N) represents true negative situations. True positive (TP) indicates that a condition is 
correctly detected, while true negative (TN) indicates that lack of a condition is correctly 
detected. False positive (FP) indicates that a condition is present when it is not present, 
and false negative (FN) indicates that a condition is present with an incorrect result that 
it is not present.
From a statistical perspective, specificity and sensitivity quantify the accuracy in 
detecting the existence or non-existence of a condition. When conditions with the 
presence of a condition are classified as positive and those without as negative, sensitivity 
measures how effectively a test identifies true positives, while specificity measures its 
ability to identify true negatives. Precision, on the other hand, is calculated by dividing 
the number of true positive cases by the total number of cases classified as positive, 
whether correctly or incorrectly. This metric reflects how precisely a class is identified. 
The F1 score combines sensitivity and precision using their harmonic mean, providing 
a balanced view of the results from the confusion matrix (Karakoyun, 2024; Tharwat, 
2021). The equations for calculating these metrics depend on the confusion matrix and 
the aforementioned definitions are provided below:

   (2)

   (3)

   (4)

   (5)

Results

To facilitate the comparison of the experimental outcomes, we computed the precision, 
specificity, F1-score and sensitivity for each algorithms depend on the mean worths 



44 Copyright © 2024 by ISRES Publishing

 
  Intelligent Systems and Optimization in Engineering

achieved after conducting 25 runs. Every metric is presented with its mean and standard 
deviation derived from the algorithms’ results over these 25 runs. Additionally, the 
success ranking was established using the mean worth of the 25 runs and included in the 
result tables. The performance metrics for precision, specificity, F1-score and sensitivity 
for the algorithms are displayed in Table 3, Table 4, Table 5, and Table 6, respectively. In 
the tables, A represents the mean, S represents the standard deviation, and R represents 
the success ranking.
Table 3
Experimental Results Of The Algorithms For Sensitivity Metric

GOA AHA AOA COA ABC TSA

Datasets A S R A S R A S R A S R A S R A S R

Aniso 0.86 0.16 3 0.87 0.11 2 0.89 0.14 1 0.86 0.14 4 0.78 0.15 6 0.8 0.13 5

Blobs 0.91 0.15 5 0.95 0.11 2 0.96 0.09 1 0.9 0.17 6 0.92 0.12 4 0.92 0.11 3

Varied 0.87 0.13 1 0.86 0.08 2 0.82 0.11 4 0.84 0.1 3 0.76 0.11 6 0.79 0.09 5

Aggregation 0.23 0.07 2 0.23 0.06 1 0.23 0.07 3 0.21 0.06 4 0.18 0.06 6 0.19 0.06 5

Balance 0.59 0.07 1 0.5 0.08 5 0.57 0.09 2 0.51 0.08 4 0.47 0.1 6 0.55 0.06 3

Smiley 0.26 0.04 1 0.25 0 3 0.25 0 3 0.25 0 3 0.25 0.01 2 0.25 0 4

Mouse 0.73 0.17 1 0.55 0.16 5 0.65 0.16 2 0.48 0.18 6 0.61 0.13 3 0.59 0.12 4

Ionosphere 0.5 0 1 0.5 0 1 0.5 0 1 0.5 0 1 0.5 0 1 0.5 0 1

Liver 0.35 0.04 2 0.35 0.03 4 0.34 0.03 5 0.35 0.03 3 0.34 0.03 6 0.35 0.03 1

Ecoli 0.21 0.06 1 0.16 0.04 3 0.19 0.05 2 0.15 0.05 4 0.12 0.06 6 0.14 0.05 5

Vertebral3 0.55 0.13 3 0.57 0.1 2 0.61 0.05 1 0.5 0.14 5 0.49 0.11 6 0.55 0.12 4

Pathbased 0.47 0.12 1 0.43 0.17 4 0.46 0.13 2 0.37 0.18 5 0.45 0.13 3 0.36 0.17 6

Heart 0.5 0 1 0.5 0 1 0.5 0 1 0.5 0 1 0.5 0 1 0.5 0 1

Glass 0.19 0.06 1 0.18 0.04 3 0.18 0.04 4 0.19 0.04 2 0.17 0.05 6 0.17 0.03 5

Seeds 0.6 0.13 1 0.54 0.08 3 0.59 0.08 2 0.47 0.12 6 0.48 0.13 5 0.51 0.09 4

Wine 0.47 0.15 5 0.56 0.15 1 0.51 0.14 4 0.54 0.14 3 0.38 0.11 6 0.56 0.14 2

Iris 0.72 0.2 2 0.73 0.1 1 0.72 0.11 3 0.62 0.15 6 0.63 0.15 5 0.7 0.1 4

Iris2D 0.79 0.17 1 0.7 0.07 2 0.69 0.11 3 0.62 0.12 6 0.64 0.1 5 0.65 0.03 4

Vary-density 0.83 0.15 1 0.69 0.06 6 0.76 0.14 2 0.7 0.15 5 0.7 0.13 4 0.7 0.1 3

Diagnosis_II 0.65 0.05 1 0.55 0.08 5 0.61 0.08 2 0.58 0.1 3 0.45 0.11 6 0.57 0.08 4

Appendicitis 0.5 0 1 0.5 0 1 0.5 0 1 0.5 0 1 0.5 0 1 0.5 0 1

Avg. Rank 1.71 2.71 2.33 3.86 4.48 3.52

Table 3 shows that GOA achieves the best results in 14 out of 21 datasets in the precision 
metric and ranks first in average ranking success with a score of 1.71. The algorithm that 
closely follows GOA in average ranking success is AOA. AOA ranks first in 6 out of 
21 datasets with a score of 2.33. However, it shares the first place with GOA in 3 out of 
these 6 datasets.
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Table 4
Experimental Results Of The Algorithms For Specificity Metric

GOA AHA AOA COA ABC TSA

Datasets A S R A S R A S R A S R A S R A S R

Aniso 0.93 0.08 3 0.94 0.06 2 0.94 0.07 1 0.93 0.07 4 0.89 0.07 6 0.90 0.06 5

Blobs 0.95 0.08 5 0.97 0.05 2 0.98 0.05 1 0.95 0.08 6 0.96 0.06 4 0.96 0.06 3

Varied 0.94 0.06 1 0.93 0.04 2 0.91 0.05 4 0.92 0.05 3 0.88 0.05 6 0.89 0.05 5

Aggregation 0.88 0.02 3 0.89 0.02 1 0.88 0.02 2 0.88 0.02 4 0.87 0.02 6 0.87 0.02 5

Balance 0.88 0.06 1 0.81 0.07 5 0.87 0.07 2 0.82 0.07 4 0.78 0.08 6 0.86 0.05 3

Smiley 0.75 0.02 1 0.75 0 3 0.75 0 3 0.75 0 3 0.75 0.00 2 0.75 0.00 4

Mouse 0.87 0.08 1 0.80 0.08 4 0.83 0.08 2 0.74 0.09 6 0.82 0.07 3 0.80 0.06 5

Ionosphere 0.50 0 1 0.50 0 1 0.50 0 1 0.50 0 1 0.50 0 1 0.50 0 1

Liver 0.68 0.04 2 0.68 0.03 4 0.68 0.03 5 0.68 0.03 3 0.67 0.03 6 0.69 0.03 1

Ecoli 0.91 0.02 1 0.89 0.02 3 0.90 0.02 2 0.88 0.02 5 0.88 0.02 6 0.89 0.02 4

Vertebral3 0.81 0.09 4 0.83 0.07 2 0.85 0.04 1 0.78 0.10 5 0.77 0.08 6 0.82 0.08 3

Pathbased 0.73 0.06 1 0.71 0.08 4 0.72 0.07 2 0.68 0.09 5 0.72 0.06 3 0.67 0.09 6

Heart 0.50 0 1 0.50 0 1 0.50 0 1 0.50 0 1 0.50 0 1 0.50 0 1

Glass 0.84 0.01 1 0.84 0.01 3 0.84 0.01 4 0.84 0.01 2 0.83 0.01 6 0.84 0.01 5

Seeds 0.80 0.06 1 0.77 0.04 3 0.80 0.04 2 0.74 0.06 6 0.74 0.07 5 0.75 0.05 4

Wine 0.75 0.08 5 0.79 0.08 2 0.77 0.08 4 0.78 0.07 3 0.69 0.06 6 0.79 0.08 1

Iris 0.86 0.10 2 0.87 0.05 1 0.86 0.06 3 0.81 0.07 6 0.82 0.07 5 0.85 0.05 4

Iris2D 0.90 0.09 1 0.85 0.04 2 0.85 0.05 3 0.81 0.06 6 0.82 0.05 5 0.82 0.02 4

Vary-density 0.91 0.07 1 0.84 0.03 6 0.88 0.07 2 0.85 0.08 5 0.85 0.06 4 0.85 0.05 3

Diagnosis_II 0.98 0.05 1 0.88 0.08 5 0.94 0.07 2 0.91 0.10 3 0.79 0.11 6 0.90 0.08 4

Appendicitis 0.50 0 1 0.50 0 1 0.50 0 1 0.50 0 1 0.50 0 1 0.50 0 1

Avg. Rank 1.81 2.71 2.29 3.90 4.48 3.43

In Table 4, which details the results of the specificity metric, GOA again stands out and 
achieved the best results in 14 out of 21 datasets with an average score of 1.81. AOA 
ranked second again in this metric with an average score of 2.29.

Table 5 
Experimental Results Of The Algorithms For Precision Metric

GOA AHA AOA COA ABC TSA

Datasets A S R A S R A S R A S R A S R A S R

Aniso 0.79 0.25 4 0.88 0.13 1 0.87 0.20 2 0.87 0.16 3 0.75 0.23 6 0.78 0.20 5

Blobs 0.86 0.23 6 0.93 0.16 2 0.95 0.14 1 0.86 0.24 5 0.91 0.16 4 0.91 0.16 3

Varied 0.83 0.21 2 0.90 0.04 1 0.82 0.17 4 0.83 0.16 3 0.75 0.19 6 0.78 0.17 5

Aggregation 0.15 0.08 2 0.14 0.07 3 0.16 0.06 1 0.13 0.08 4 0.08 0.07 6 0.10 0.07 5
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Balance 0.57 0.12 1 0.52 0.09 4 0.54 0.09 2 0.49 0.11 5 0.44 0.14 6 0.54 0.06 3

Smiley 0.20 0.03 1 0.19
5.67E-

17
3 0.19

5.67E-
17

3 0.19
5.67E-

17
3 0.20 0.03 2 0.19

9.35E-
05

4

Mouse 0.65 0.23 1 0.46 0.17 5 0.56 0.21 2 0.36 0.21 6 0.55 0.18 3 0.55 0.16 4

Ionosphere 0.32
1.70E-

16
1 0.32

1.70E-
16

1 0.32
1.70E-

16
1 0.32

1.70E-
16

1 0.32
1.70E-

16
1 0.32

1.70E-
16

1

Liver 0.32 0.10 2 0.31 0.11 3 0.29 0.10 6 0.29 0.12 5 0.30 0.11 4 0.35 0.08 1

Ecoli 0.13 0.07 1 0.10 0.04 3 0.11 0.06 2 0.10 0.06 5 0.06 0.05 6 0.10 0.08 4

Vertebral3 0.42 0.17 4 0.45 0.14 2 0.53 0.10 1 0.40 0.18 6 0.40 0.16 5 0.45 0.17 3

Pathbased 0.39 0.17 3 0.39 0.23 2 0.41 0.20 1 0.34 0.23 5 0.36 0.13 4 0.25 0.14 6

Heart 0.22
1.42E-

16
1 0.22

1.42E-
16

1 0.22
1.42E-

16
1 0.22

1.42E-
16

1 0.22
1.42E-

16
1 0.22

1.42E-
16

1

Glass 0.10 0.07 2 0.09 0.06 3 0.07 0.04 4 0.11 0.07 1 0.06 0.06 6 0.07 0.04 5

Seeds 0.50 0.23 1 0.44 0.11 3 0.50 0.16 2 0.39 0.16 5 0.34 0.20 6 0.41 0.14 4

Wine 0.31 0.19 5 0.45 0.18 2 0.37 0.19 4 0.43 0.19 3 0.19 0.14 6 0.47 0.15 1

Iris 0.62 0.29 2 0.67 0.19 1 0.59 0.19 3 0.49 0.17 6 0.53 0.20 5 0.56 0.18 4

Iris2D 0.71 0.26 1 0.58 0.16 3 0.60 0.20 2 0.53 0.19 4 0.52 0.17 5 0.50 0.07 6
Vary-
density

0.76 0.24 1 0.61 0.17 4 0.67 0.24 2 0.61 0.23 5 0.62 0.20 3 0.59 0.19 6

Diagnosis_II 0.66 0.03 1 0.57 0.10 5 0.62 0.09 2 0.57 0.15 4 0.43 0.17 6 0.60 0.04 3

Appendicitis 0.40 0 1 0.40 0 1 0.40 0 1 0.40 0 1 0.40 0 1 0.40 0 1

Avg. Rank 2.05 2.52 2.24 3.86 4.38 3.57

According to the data presented in Table 5, concerning the sensitivity metric, GOA 
achieved the highest success in 11 out of the 21 data sets and ranks first in average success 
ranking with a score of 2.05. AOA, coming in second for average success ranking, has 
a score of 2.24. 
Table 6 
Experimental Results Of The Algorithms For F1-Score Metric

GOA AHA AOA COA ABC TSA

Datasets A S R A S R A S R A S R A S R A S R

Aniso 0.82 0.22 4 0.86 0.14 1 0.86 0.19 2 0.83 0.18 3 0.73 0.20 6 0.76 0.18 5

Blobs 0.88 0.20 5 0.93 0.14 2 0.95 0.13 1 0.87 0.22 6 0.90 0.16 4 0.91 0.15 3

Varied 0.84 0.18 2 0.85 0.10 1 0.79 0.16 4 0.81 0.14 3 0.71 0.15 6 0.75 0.14 5

Aggregation 0.15 0.07 3 0.16 0.07 2 0.16 0.07 1 0.14 0.07 4 0.09 0.06 6 0.11 0.07 5

Balance 0.56 0.10 1 0.47 0.11 5 0.54 0.10 2 0.47 0.11 4 0.41 0.14 6 0.53 0.07 3

Smiley 0.22 0.04 1 0.22 8.50E-
17 3 0.22 8.50E-

17 3 0.22 8.50E-
17 3 0.22 0.01 2 0.22 2.57E-

04 4

Mouse 0.68 0.21 1 0.49 0.17 5 0.59 0.19 2 0.40 0.20 6 0.56 0.14 3 0.54 0.13 4

Ionosphere 0.39 5.67E-
17 1 0.39 5.67E-

17 1 0.39 5.67E-
17 1 0.39 5.67E-

17 1 0.39 5.67E-
17 1 0.39 5.67E-

17 1

Liver 0.30 0.07 2 0.29 0.05 3 0.29 0.06 4 0.28 0.06 5 0.28 0.05 6 0.31 0.05 1
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Ecoli 0.15 0.06 1 0.12 0.04 3 0.14 0.06 2 0.10 0.05 4 0.07 0.05 6 0.10 0.05 5

Vertebral3 0.47 0.15 4 0.49 0.11 2 0.55 0.06 1 0.42 0.17 5 0.41 0.13 6 0.48 0.15 3

Pathbased 0.38 0.10 1 0.34 0.16 4 0.37 0.12 2 0.30 0.16 5 0.34 0.12 3 0.27 0.14 6

Heart 0.31 1.70E-
16 1 0.31 1.70E-

16 1 0.31 1.70E-
16 1 0.31 1.70E-

16 1 0.31 1.70E-
16 1 0.31 1.70E-

16 1

Glass 0.12 0.06 2 0.11 0.05 3 0.10 0.04 4 0.12 0.05 1 0.07 0.06 6 0.09 0.04 5

Seeds 0.51 0.18 2 0.45 0.10 3 0.51 0.12 1 0.37 0.15 5 0.36 0.16 6 0.41 0.11 4

Wine 0.36 0.18 5 0.47 0.18 1 0.41 0.17 4 0.45 0.17 3 0.24 0.13 6 0.46 0.17 2

Iris 0.65 0.26 2 0.67 0.15 1 0.64 0.16 3 0.52 0.17 6 0.54 0.16 5 0.61 0.14 4

Iris2D 0.74 0.23 1 0.60 0.11 3 0.60 0.14 2 0.53 0.14 6 0.54 0.13 5 0.54 0.02 4

Vary-density 0.78 0.20 1 0.60 0.09 6 0.69 0.19 2 0.60 0.20 5 0.62 0.16 3 0.61 0.14 4

Diagnosis_II 0.65 0.05 1 0.54 0.10 5 0.60 0.09 2 0.57 0.13 3 0.42 0.14 6 0.56 0.08 4

Appendicitis 0.45 0 1 0.45 0 1 0.45 0 1 0.45 0 1 0.45 0 1 0.45 0 1

Avg. Rank 2.00 2.67 2.14 3.81 4.48 3.52

Lastly, Table 6 shows that GOA achieved the best results in 11 out of 21 datasets in the 
f1-score metric and ranked first in average ranking success with a score of 2.00. The 
algorithm that closely follows GOA in average ranking success is AOA. AOA ranked 
first in 7 out of 21 datasets with a score of 2.14.
When we analyze the average results and rankings across precision, specificity, F1-score 
and sensitivity metrics, GOA consistently emerges as the best performing algorithm. 
GOA proves its effectiveness by achieving the best results on 14 out of 21 datasets 
in sensitivity and specificity metrics, with average ranking scores of 1.71 and 1.81, 
respectively. In precision, GOA leads on 11 datasets, maintaining an average ranking of 
2.05. Similarly, in f1-score metric, GOA stands out with the best results on 11 datasets 
and an average ranking score of 2.00. AOA follows GOA closely. It achieves the best 
rankings on 6 datasets for sensitivity and specificity, 7 datasets for precision and f1-
score, and in some cases, it shares the first place with GOA. These findings highlight the 
consistent performance superiority of GOA in training ANNs across multiple evaluation 
metrics. 
Discussion and Conclusion
In this article, the performances of six different meta-heuristic algorithms for training 
artificial neural networks were compared. ANN training was performed on 21 
different classification datasets using Grasshopper Optimization Algorithm, Artificial 
Hummingbird Algorithm, Arithmetic Optimization Algorithm, Crayfish Optimization 
Algorithm, Artificial Bee Colony and Tree-Seed Algorithm. The performances of the 
algorithms were evaluated using four basic metrics such as precision, specificity, F1-
score and sensitivity. The experimental results obtained show that GOA in particular 
provides high success compared to other algorithms for ANN training. GOA achieved 
the best results in 14 out of 21 datasets and ranked first in the average success ranking. 
Although AOA and other algorithms also achieved good results, GOA was the algorithm 
with the highest overall success. These results show that metaheuristic algorithms 
provide an effective solution to solve complex weight update processes in ANN training.

It was observed that as the number of features of the datasets used in the study increases, 
the problem size also increases significantly. From this perspective, it is seen that 
metaheuristic algorithms, especially GOA, are successful on large-scale continuous 



48 Copyright © 2024 by ISRES Publishing

 
  Intelligent Systems and Optimization in Engineering

problems. Comparisons between the algorithms were examined in detail in terms of 
both average metric values   and success rankings. As a result of the comparisons made, 
it is seen that metaheuristic algorithms have significant potential for ANN training and 
provide effective solutions for such complex problems. 
In further studies, it is recommended that these algorithms can be tested on different 
problems and spread to a wider application area. Additionally, developing hybrid 
approaches by combining different meta-heuristic algorithms may be an important 
research topic for future studies.
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